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1. Cumulative meta-analysis

� Cumulative meta-analysis is the technique of conducting 
a new meta-analysis when the results of new trials 
become available

� It is typically conducted without any allowance for 
multiple testing, so Type I error too large

� Some argue no need to adjust p-value as decision to stop 
further studies not made by meta-analyst

� We argue sequential methods are appropriate as meta-
analysts frequently make recommendations on the need 
for further studies
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Fixed-effects meta-analysis
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θθθθi : measure of treatment advantage e.g. log-odds ratio
in the ith study, i = 1,…,k

ˆ
iθ : estimate of θθθθi from i th study

Z i is efficient score for θi  (evaluated at θi  = 0)
V i is Fisher’s information for θi  (evaluated at θi  = 0)
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Example
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Cumulative fixed-effects meta-analysis 
(no adjustment for repeated analyses)
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2. Sequential methods – monitoring boundaries 
e.g. O’Brien and Fleming Design
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Stopping boundaries for O’Brien and Fleming Design

� Rectangular stopping boundaries in (Z, V) plane
• symmetric upper and lower boundaries at Z = ± H

• vertical boundary at V = Vmax

� Christmas tree correction for discrete monitoring 
• upper boundary Hj = H – 0.583√√√√(Vj – Vj-1 )

• lower boundary – Hj = – H + 0.583√√√√(Vj – Vj-1 )

� Stop if 
• Vj ≥ H j (superiority)

• Vj ≤ – Hj (inferiority)

• Vj ≥ Vmax(usually no sig diff)
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3. Repeated confidence intervals

� Lower and upper limits of repeated confidence intervals 
obtained from monitoring boundaries
• L j = (Zj – Hj)/ Vj

• Uj = (Zj + Hj)/ Vj

� All confidence  intervals (Lj , Uj ) calculated up to V = 
Vmax contain the true value of θ with probability 1 – α, 
where α is the selected two-sided significance level for the 
O’Brien and Fleming design
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Repeated confidence intervals
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4. Incorporating between study heterogeneity
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Problems with estimation of 

� Large value may lead to path moving backwards

� Few trials – poor estimate

� Underestimation of     leads to overestimation of Z and V

� May stop with incorrect findings

2
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5. Bayesian updating of heterogeneity variance

� Combine the likelihood with a prior 
for      

� Assume θθθθ is known and equals the previous estimate 

� Generate the posterior for     

� Numerically integrate to obtain posterior mean        
and use this as an estimate

� Can incorporate genuine prior information or use a 
suitable vague prior
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Approximate Bayesian Method
(avoiding integration)

� Assume         is known and equals

� Set

� Combining the likelihood with an inverse gamma 
prior gives an inverse gamma posterior

� The posterior mean of         is given by
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Inverse gamma prior and posterior

� The prior mean of          is 

� Replace       with

� Posterior mean:                                                 

is weighted average of prior mean and usual 
estimate from studies in meta-analysis

� Example, prior                         has a weight of one 
trial, with 
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6.  Simulation Study

� O’Brien and Fleming design

• two-sided αααα = 5% , 90% power to detect
� True effect
� E(trials to V max) = 5, 10, 20

� 5000 simulations for each of the 36 scenarios
� Fixed effects analysis
� Random effects analysis 
� Bayesian and approximate Bayesian updating

• Prior 

Rθ = 0.5

θ = 0,0.25,0.5,1 2τ = 0,0.0625,0.25

( )IG 1.5,0.08
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Results with approximately five studies

83.783.977.755.6% coverage all CIs

0.0840.0830.1150.225P(superiority)

14.312.713.14.8No. Trials0.25

91.294.686.281.5% coverage all CIs

0.0450.0270.0670.095P(superiority)

8.89.27.75.3No. Trials0.0625

96.598.493.192.2% coverage all CIs

0.0170.0070.0340.039P(superiority)

7.58.66.45.5No. Trials00

Approx 
Bayes

BayesRandomFixedAt stoppingττττ2θθθθ
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Results with approximately five studies

83.183.577.956.4% coverage all CIs

0.9080.9010.9090.840P(superiority)

9.18.08.33.7No. Trials0.25

91.394.686.780.9% coverage all CIs

0.9470.9480.9380.909P(superiority)

6.06.25.23.7No. Trials0.0625

95.898.292.591.6% coverage all CIs

0.9680.9740.9580.948P(superiority)

5.25.94.33.7No. Trials00.5

Approx 
Bayes

BayesRandomFixedAt stoppingττττ2θθθθ
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Results with approximately ten studies

87.887.785.971.8% coverage all CIs

0.0600.0630.0690.136P(superiority)

19.917.519.59.7No. Trials0.25

92.594.590.988.5% coverage all CIs

0.0370.0270.0460.057P(superiority)

14.014.513.410.3No. Trials0.0625

95.196.993.993.2% coverage all CIs

0.0230.0150.0280.032P(superiority)

12.513.911.910.5No. Trials00

Approx 
Bayes

BayesRandomFixedAt stoppingττττ2θθθθ
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Results with approximately ten studies

87.086.585.472.1% coverage all CIs

0.9090.9010.9090.861P(superiority)

12.711.312.36.8No. Trials0.25

92.794.690.887.9% coverage all CIs

0.9260.9320.9220.903P(superiority)

9.59.79.07.0No. Trials0.0625

95.597.494.693.6% coverage all CIs

0.9420.9470.9430.933P(superiority)

8.59.47.97.0No. Trials00.5

Approx 
Bayes

BayesRandomFixedAt stoppingττττ2θθθθ
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Conclusions from Simulation Study

� Increased Type I error rate partly due to stopping with V 
> Vmax. Improves as number of studies increases 

� Type I error rate increases with increasing heterogeneity
• most noticeable for fixed effect method 

� Incorporating random effect partly reduces this risk
� Bayesian methods  further reduce the risk
� Coverage of CI worsens with increasing     

• best with Bayesian methods

� Over-coverage in Bayesian methods when 
� Choice of prior may affect performance of Bayesian 

methods

2
τ

0=2τ
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7. Application
(Sacks et al. 1990)

θ̂ = 1.15 ˆ 2
DLτ = 1.04

� Random effects meta-analysis of 23 trials

� O’Brien and Fleming design with
• 90% power

• 2-sided 5% significance level

• odds ratio of 2

• θ = 0.693
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Sequential meta-analysis of the Sacks Data

0.58, 1.650.57, 1.610.58, 1.620.16, 0.92CI

1.111.091.100.54Median 
unbiased 
estimate θθθθ

PEST 
analysis

0.990.910.930ττττ2

0.00, 2.230.06, 2.150.04, 2.180.00, 1.10CI

1.121. 101.110.55Z/V

2121219No. TrialsAt 
Stopping

Approx

Bayes
IG(1.5,1)

Approx 
Bayes
IG(1.5,0.08)

Random 
effects

Fixed 
effects
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Repeated confidence intervals –Approximate Bayes



EFSPI-BBS 26 June 2009           MPS Research Unit, Lancaster University 25

8. Conclusions

� Formal sequential procedures address the multiple looks 
problem within a cumulative meta-analysis

� O’Brien and Fleming sequential design with Christmas tree 
correction leads easily to repeated confidence intervals 
• Use forest plots to present sequential meta-analyses

� Fixed and random effect approaches can lead to inflated 
Type I error and poor CI coverage

� The Bayesian approaches can reduce these problems
� The approximate Bayes method is simpler to implement

• Easy to program in standard software

� Careful choice of priors is needed
� Could consider different sequential designs and responses


